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Online Cloud Services’ Reliability Is Crucial
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Twitter Back After Two-Hour Outage Affected Tweets

Facebook Lost About $65 Million During Hours-Long Outage 

YouTube App Down on iOS Devices

Amazon’s One Hour of Downtime on Prime Day May Have 
Cost It up to $100 Million in Lost Sales 



Background: The Microservice Architecture

Microservices on AWS, AWS Summit Berlin 2016, Apr 12, 2016
What are Microservices? | IBM

Microservices architecture is an approach in which a single application is composed of many 

loosely coupled and independently deployable small programs.
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https://www.ibm.com/cloud/learn/microservices


Background: Resilience of Online Services
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Resilience: the ability to maintain performance at an 
acceptable level and recover the service back to normal 

under service failures.

Test software resiliency - IBM Garage Practices

Gateway

Replica 2

Replica 1

Users
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https://www.ibm.com/garage/method/practices/manage/practice_resiliency/


Background: Monitoring Metrics

• Monitoring Metrics

• Observes real-time statuses of 
microservice systems.

• Timestamped data with fixed intervals.

• Terminologies

• System performance metrics.

• E.g., CPU usage, memory usage, NIC 
send/receive rate.

• User-aware metrics.

• E.g., Request latency, request error 
rate, and throughput.
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Online Service Systems Shift to Microservices

• Microservices collectively comprise 

multiple cloud services.

• Online services: provide high-level APIs.

• Microservices: collectively handle the external 

request via multiple chained invocations.

• Minor anomalies may magnify impact and 

escalate into system outages!

Loosely-coupled nature makes failure 
diagnosis difficult.
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Set rules
Inject 

failures
Evaluate 
results

Current Practice for Resilience Testing
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Normal Period Failure Injection Period

Failure type Network jam

Metrics to 
monitor

Rx_bytes, tx_bytes, 
throughput

Passing criteria Request throughput 
recover within 5 minutes

An example rule set
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• Labor-intensity Issue

• Microservices are highly decoupled with a 
large number of components.

• Fast-evolving nature of microservices requires 
frequent updates of failure rule sets.

Issues of Current Practice: Labor-intensity
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Manual identification of failure rule 
sets is too much labor-intensive.
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• Flexibility Issue

• Microservices are specialized and may fail in 
different ways.

• Fixed resilience test rules with binary 
PASS/FAIL results may not adequately capture 
the subtle differences in service resilience.

Issues of Current Practice: Flexibility
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Defining fixed failure rule sets for 
evaluating resilience is not  flexible.
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Characteristics of Resilient Microservices

• Inject failures into two deployments of the 
same microservice benchmark system.

• One with common resilience measures

• One without common resilience measures

• Compare the manifestation of failures on 
the two deployments.
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Users

Deployment 1

Deployment 2
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Characteristics of Resilient Microservices

• Service degradation manifests the impact of the injected failures.

• Measured by the performance difference between the normal period and the fault-injection period.

• Insight
• The less degradation propagation from system performance metrics to user-aware metrics, 

the higher the resilience.
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Performance
Metrics

User-aware
Metrics

High resilience

Low resilience

Failure Degradation w/o 
resilience
mechanisms

Degradation w/ 
resilience
mechanisms

Container CPU
overload

High container CPU usage,
slow response speed

Decreased but 
acceptable response 
speed

Container TCP
disconnection

Connection error within 
container

Return to normal 
response
speed shortly

Container instance 
killed

Instance offline, 
unresponsive
microservice endpoint

Response normally after 
some time

(More in the paper) ……
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Collect monitoring metrics. Rank the metrics by degradation. Index the resilience.

MicroRes: A Versatile Resilience Profiling Framework
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• Two phases for each type of failure.

• Failure injection & Failure clearance.

• Data collected
• Two types of metrics

• User-aware metrics 𝑼

• System performance metrics 𝑷

• Denote all metrics as 𝑴
𝑴 =  𝑼 ∪ 𝑷 = {𝑚1, 𝑚2, … , 𝑚𝑀}

∃𝑖, 𝑚𝑖 ∈ 𝑼 ⋁𝑚𝑖 ∈ 𝑷

MicroRes: Failure Execution
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• Construct the metric lattice from the 
power set of 𝑴.
• Each node is a subset of 𝑴.

• Ordered by the subset-superset relation.

MicroRes: Degradation-based Metric Lattice Search
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• Idea

• Depth-first search from the upmost node to 
the bottommost node.

• Select the metric that contributes most to the 
overall service degradation.

MicroRes: Degradation-based Metric Lattice Search
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Please check the detailed algorithm in the paper.
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MicroRes: Degradation-based Metric Lattice Search
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Please check the detailed algorithm in the paper.

Compute
performance 
degradation

Select the 
metric with 

highest 
contribution
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• Idea

• If the degradation of system performance 
metrics cannot propagate to the degradation 
of user-aware metrics, the resilience is higher.

• Approach

• Calculate the degradation contributed  by 𝑼 
and 𝑷.

• Calculate the propagation.

MicroRes: Resilience Indexing
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• Manual labeling of resilience
• PASS/FAIL Done by two PhD students.

• Verified by experienced engineers of Huawei.

Experiment Settings
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• Evaluation Metrics

• Mean Absolute Error (MAE)

• Root Mean Squared Error (RMSE) 

• Cross Entropy (CE)

• Accuracy

• F1-score

|U |



Effectiveness & Ablation Study
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MicroRes achieves the best performance on all the datasets in terms of all evaluation metrics.
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Successful Cases
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Thank You!
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